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“One-hot” vectors allow lookup of a word’s embedding



Feedforward neural 
language model



Learning a neural 4-gram model (including embeddings)



Simple recurrent neural network

for LMs, softmax



“Unrolled” computation in a simple RNN



Comparing feedforward (a) and recurrent (b) LMs



Training an RNN language model



Weight tying (reusing the embedding matrix)



RNN for classification



Bidirectional RNN



RNNs for text generation



Stacked RNN



Long short-term memory (single unit) 



Operations inside the LSTM cell

Forgetting some info from the past context:

Extract information from hidden state and current input:

Select information to add to the current context:

Generate current context:

Output gate to build current hidden state:  

“keep”

“keep”
“update”“update”



Comparing neural units



RNN 
architectures



Translation with an RNN encoder-decoder



Translation with an RNN encoder-decoder



Training an RNN encoder-decoder


